
Lab: AI & ML Lab (23A31403)  

College: Andhra 

 Engineering College 
 

9. Apply KNN algorithm for classification and regression 

9a-Classifier).KNeighborsClassifier  
9a-Regressor).KNeighborsRegressor  
9b – Classifier).RadiusNeighborsClassifier  
9b-Regressor).RadiusNeighborsRegressor  
 
9a-Classifier).KNeighborsClassifier  
 
Mathworks Here Metric May Changes  Based on Problem Statement  
 

 
 
 
 
 
 
 



Program : 
 
import numpy as np 
from matplotlib import pyplot as plt 
from sklearn.neighbors import KNeighborsClassifier 
 
xBlue = np.array([0.3,0.5,1,1.4,1.7,2]) 
yBlue = np.array([1,4.5,2.3,1.9,8.9,4.1]) 
 
xRed = np.array([3.3,3.5,4,4.4,5.7,6]) 
yRed = np.array([7,1.5,6.3,1.9,2.9,7.1]) 
 
X = 
np.array([[0.3,1],[0.5,4.5],[1,2.3],[1.4,1.9],[1.7,8.9],[2,4.1],[3.3,7],[3.5,1.5],[4,6.3],[4.4,1.9],[5.7,2.9],[6,7.
1]]) 
y = np.array([0,0,0,0,0,0,1,1,1,1,1,1]) # 0: blue class, 1: red class 
 
plt.plot(xBlue, yBlue, 'ro', color = 'blue') 
plt.plot(xRed, yRed, 'ro', color='red') 
plt.plot(3,5,'ro',color='green', markersize=15) 
plt.axis([-0.5,10,-0.5,10]) 
 
classifier = KNeighborsClassifier(n_neighbors=3) # this is the k value 
classifier.fit(X,y) 
 
pred = classifier.predict(np.array([[5,5]])) 
print(pred) 
 
plt.show() 
 



Output:

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



9a-Regressor).KNeighborsRegressor 
Mathworks 
 

 
 
 

 
 
 
 
 
 
 
 



Program : 
import numpy as np 
from matplotlib import pyplot as plt 
from sklearn.neighbors import KNeighborsRegressor 
 
# ----------------------------- 
# DATA (same points) 
# ----------------------------- 
xBlue = np.array([0.3,0.5,1,1.4,1.7,2]) 
yBlue = np.array([1,4.5,2.3,1.9,8.9,4.1]) 
 
xRed = np.array([3.3,3.5,4,4.4,5.7,6]) 
yRed = np.array([7,1.5,6.3,1.9,2.9,7.1]) 
 
# Feature matrix 
X = np.array([ 
    [0.3,1],[0.5,4.5],[1,2.3],[1.4,1.9],[1.7,8.9],[2,4.1], 
    [3.3,7],[3.5,1.5],[4,6.3],[4.4,1.9],[5.7,2.9],[6,7.1] 
]) 
 
# ----------------------------- 
# TARGET VALUES (continuous) 
# ----------------------------- 
# Example: any numeric value (e.g., temperature, price, score) 
y = np.array([10,12,11,13,15,14,20,18,22,19,21,23]) 
 
# ----------------------------- 
# PLOTTING 
# ----------------------------- 
plt.plot(xBlue, yBlue, 'ro', color='blue') 
plt.plot(xRed, yRed, 'ro', color='red') 
 
# Point to predict 
plt.plot(5,5,'ro', color='green', markersize=15) 
plt.axis([-0.5,10,-0.5,10]) 
 
# ----------------------------- 
# KNN REGRESSOR 
# ----------------------------- 
regressor = KNeighborsRegressor(n_neighbors=3) 
regressor.fit(X, y) 
 
# Prediction 
pred = regressor.predict(np.array([[5,5]])) 
print("Predicted value:", pred) 
 
plt.show() 
 



Output : 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



9b – Classifier).RadiusNeighborsClassifier 
 
Mathworks 

 
Program : 
import numpy as np 
from matplotlib import pyplot as plt 
from sklearn.neighbors import RadiusNeighborsClassifier 
 
xBlue = np.array([0.3,0.5,1,1.4,1.7,2]) 
yBlue = np.array([1,4.5,2.3,1.9,8.9,4.1]) 
 
xRed = np.array([3.3,3.5,4,4.4,5.7,6]) 
yRed = np.array([7,1.5,6.3,1.9,2.9,7.1]) 
 
X = np.array([ 
    [0.3,1],[0.5,4.5],[1,2.3],[1.4,1.9],[1.7,8.9],[2,4.1], 
    [3.3,7],[3.5,1.5],[4,6.3],[4.4,1.9],[5.7,2.9],[6,7.1] 
]) 
 
y = np.array([0,0,0,0,0,0,1,1,1,1,1,1])  # 0: blue class, 1: red class 
 
plt.plot(xBlue, yBlue, 'ro', color='blue') 
plt.plot(xRed, yRed, 'ro', color='red') 
plt.plot(5,5,'ro', color='green', markersize=15) 
plt.axis([-0.5,10,-0.5,10]) 
 
#   Radius Neighbors Classifier 
classifier = RadiusNeighborsClassifier(radius=2.5) 
classifier.fit(X, y) 
 
pred = classifier.predict(np.array([[5,5]])) 
print(pred) 
 



plt.show() 
Output: 
 

 
 
 
9b-Regressor).RadiusNeighborsRegressor 
Program : 
import numpy as np 
from matplotlib import pyplot as plt 
from sklearn.neighbors import RadiusNeighborsRegressor 
 
xBlue = np.array([0.3,0.5,1,1.4,1.7,2]) 
yBlue = np.array([1,4.5,2.3,1.9,8.9,4.1]) 
 
xRed = np.array([3.3,3.5,4,4.4,5.7,6]) 
yRed = np.array([7,1.5,6.3,1.9,2.9,7.1]) 
 
X = np.array([ 
    [0.3,1],[0.5,4.5],[1,2.3],[1.4,1.9],[1.7,8.9],[2,4.1], 
    [3.3,7],[3.5,1.5],[4,6.3],[4.4,1.9],[5.7,2.9],[6,7.1] 
]) 
 
#   Continuous target values (for regression) 
y = np.array([10,12,11,13,15,14,20,18,22,19,21,23]) 
 
plt.plot(xBlue, yBlue, 'ro', color='blue') 



plt.plot(xRed, yRed, 'ro', color='red') 
plt.plot(5,5,'ro', color='green', markersize=15) 
plt.axis([-0.5,10,-0.5,10]) 
 
#   Radius Neighbors Regressor 
regressor = RadiusNeighborsRegressor(radius=2.5) 
regressor.fit(X, y) 
 
pred = regressor.predict(np.array([[5,5]])) 
print(pred) 
 
plt.show() 
 
Output: 

 
 
 
 


